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FOREWORD 
These proceedings contain the papers of the International Confer-

ence “Information and Communication Technologies in Business and 
Education” which took place at the University of Economics – Varna, 
Bulgaria, 18 October 2019. 

The international scientific conference is dedicated to the 50th an-
niversary of the Department of Informatics at the University of Eco-

nomics – Varna. The conference is also dedicated to the 100th anniver-
sary of the University. The included papers describe recent scientific and 
practical developments in the field of information and communication 
technologies, information systems, and their applications in business and 
education. 

The papers in the Proceedings are peer reviewed and are 

checked for plagiarism.  
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Abstract 

E-learning platforms have become a widely used and advanced media to 
enhance the educational process. They bring benefits to all participants in this 
process – teachers, students and administration – in several different areas like 
teaching, learning, communication and sharing. The paper focuses on the appli-
cation of machine learning algorithms for predicting students’ performance 
based on their interaction with the e-learning platforms. The research hypothesis 
is that the success or failure on e-learn courses could be predicted using data 
from activity logs. To support the hypothesis several machine learning algo-
rithms have been performed, such as logistic regression, random forest, gradient 
boosting decision trees (xgboost) and neural network. The results indicate that 
all algorithms perform the classification task satisfactory with accuracy above 
0.84. The comparison of the evaluation metrics reveals a better performance for 
neural network and gradient descent boosting trees compared to logistic regres-
sion and random forest. The experiments have been performed using R pro-
gramming language. 

Keywords: machine learning, e-learn, Moodle, students’ performance, 

gradient boosting, random forest, R language. 

 

INTRODUCTION 

The application of machine learning algorithms in educational elec-
tronic platforms has been a research topic for many scientists. Nesperei-
ra, Elhariri et al. (Nespereira, et al., 2016) compared the performance of 
random forest and support vector machines to predict students’ tendency 
to pass/fail as a relationship with their past course interactions with 
Learning Management Systems (LMS). A software framework has been 
proposed by Olive, Huynh et al. (Olive, et al., 2018) with implemented 
predictive model to identify students at risk of abandoning a course. In 
another research these authors (Olive, et al., 2019) presented a case study 
model which predicts students at risk of dropping out a Moodle course. 
The average accuracy achieved with a neural network was 88.81%.  
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Conijn, Snijders, Kleingeld and Uwe (Conijn, et al., 2017) analysed 
data from 17 blended Moodle courses to predict student performance 
from LMS variables using multi-level and standard regressions. Their 
results showed that predictive modelling strongly vary across courses 
and suggest low portability of the models across courses. They conclude 
that a more specific theoretical argumentation is needed to complement 
the LMS data.  

Gamie et al. (Gamie, et al., 2019) developed a model with new fea-
tures grouped in dimensions according to their relativeness to the teach-
ing style and students’ activities on an e-learn system. The prediction 
analysis has been performed with the best fitting classifier reaching ac-
curacy of 87%. Other authors (Hussain, et al., 2018) implemented ma-
chine learning classification and clustering techniques to detect the low-
performance students prior the examination. Their experimental results 
identified that the higher accuracy in identifying the inactive students 
could be achieved by fuzzy unordered rule induction algorithm 
(FURIA). K-means clustering could be also implemented to separate 
active from inactive and poorly performed users.  

Nguyen et al. (Nguyen, et al., 2018) proposed a forecast model 
based on students’ interaction with e-learn systems. They tested their 
model in the Moodle LMS system and achieved an accuracy of over 
50% with 75% of students showing outcomes close to the predicted re-
sults.  

1. METHODOLOGY 

The research hypothesis is stated as follows: the success or failure 
of e-learn courses could be predicted using data from activity logs. For 
the purpose of the research the students’ performance is defined as a 
success or failure on the final exam after the completion of the course. In 
order to support the hypothesis several research stages have been defined 
as depicted on figure 1. The Moodle based platform (e-learn.ue-
varna.bg) has been used for blended learning with all the learning re-
sources provided only through the platform. There are two main limita-
tions of the current research. The first one is regarding the stated hypoth-
esis which only explores the success or failure of the exam.  The second 
limitation is connected to the input dataset. It contains relatively small 
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number of observations (112) from only two bachelor programs – “In-
formatics” and “Business Information Systems”. 

 

 

Figure 1. Stages of the research process 

 
The problem is defined according to the research hypothesis. Data 

sources include activity log from two completed courses in a Moodle 
based platform and exam results. The structure of the activity log file is 
as follows: activity log (time, user full name, affected user, event con-
text, component, event name, description, origin, IP address). Data from 
the log file has been transformed and summarized at a student level to 
form the structure of the dataset shown on table 1. In order to eliminate 
differences between courses due to course structure and number of re-
sources provided, some metrics have been calculated as a ratio to the 
average values. These include tasks, files viewed and files uploaded. 

The definition of the students’ performance as a success or failure 
leads respectively to the chosen algorithms for binary classification – 

Score and Evaluate

Confusion matrices ROC

Train models
Tree models Neural Net Logistic Regression

Data preparation
Transformation Metrics calculation

Data sources
Moodle log files Exam results

Problem understanding
Predict exams taken based on activity report 
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logistic regression, tree models and neural network. The models have 
been fitted using cross-validation due to the relatively small number of 
observations. The trained models have been scored and evaluated using 
performance metrics as accuracy, sensitivity, specificity, etc. 

Table 1  

Dataset structure 

Variable Type Description 

Students ID integer sequential number 

Gender category 2 levels - F and M 

Program category currently with two states 
Enrolment days after start 
of semester 

integer [Enrolment date] - [Semester start date] 

Days from first to last 
session 

integer 
[Date of last session] - [Date of first 
session] 

Unique days count integer Count distinct of date 

Actions taken integer Actions count 

Average actions per day num 
[Actions count] / Avg([Actions count 
for the course]) 

Actions taken from univer-
sity network (ratio) 

num 
[Actions count taken from universi-
ty]/[Actions count] 

Actions taken from outside 
university network (ratio) 

num 
[Actions count taken from outside the 
university]/[Actions count] 

Tasks count compared to 
average 

num [Task actions]/Avg([Task actions]) 

Files viewed compared to 
average 

num 
[Files viewed actions]/Avg([Files 
viewed actions]) 

Files uploaded compared 
to average 

num 
[Files uploaded actions]/Avg([Files 
uploaded actions]) 

Exam taken 
category, 
target 

2 levels - 0 (not taken) and 1 (exam 
taken) 

 
2. PRELIMINARY ANALYSIS 

The dataset contains 112 examples of students completed a course 
of “Design of Information Systems” from two bachelor programs – “In-
formatics” (69) and “Business Information Systems” (43). The target 
variable (exam_taken) is relatively equally distributed with 52.68% from 
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the students successfully passed the exam and 47.32% failed. As a pre-
liminary analysis several boxplots charts of some numerical variables by 
target have been drawn as depicted on figure 2. 

The boxplot charts suggest that some of the variables could be bet-
ter predictors as there are clear differences in their distribution among 
the different groups. Such variables are number of actions taken, unique 
days, tasks from average and files viewed by average. At the same time 
there is no clear difference in the distribution of actions per day and days 
from start of the semester to the enrolment date. 

The target distribution between the two categorical variables – gen-
der and program is shown using stacked bar chart (figure 3 and figure 4). 
The target variable is unequally distributed in the two gender groups 
with 66% from female students successfully passed the exams related to 
41.94% from the male students. The students from the two programs 
performed almost similarly with a slightly greater percentage of students 
from Informatics taken the exam (56.52%) compared to those from 
“Business Information Systems” (46.51%). 
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Figure 2. Boxplots of some numeric variables by target 

 

Figure 3. Exam taken by gender (percentage) 
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Figure 4. Exam taken by program 

 

3. RESULTS AND FINDINGS 

First, a logistic regression has been performed to set the benchmark 
level for model performance. The variable importance is shown on table 
2 with significant variables (p<0.05) flagged by “*”. The most important 
variables identified by the model are “files uploaded from avg”, “actions 
uni” and “files viewed from avg”. The logistic regression achieved accu-
racy of 0.8750 with specificity of 1.0000 and sensitivity of 0.7647. 

Table 2 

Logistic regression – variable importance 

Variable Overall Significant 

files_uploaded_from_avg 2.8990461 * 
actions_uni 1.9134639 * 
files_viewed_from_avg 1.7894404 * 
programInformatics 1.4277667 

 
tasks_from_avg 1.3805153 

 
days_unique 1.1362720 

 
days_frst_last 0.6005918 

 
actions 0.4044596 

 
avg_actions_per_day 0.1968169 

 
genderM 0.1596336 

 
enr_days_after_sem_start 0.1322345 
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The second applied machine learning algorithm was random forest. 
The model has been fitted with a 10-fold cross-validation. The parame-
ters have been tuned to number of trees = 2500 and mtry=4. The variable 
importance derived from random forest algorithm is shown on figure 5. 
According to MeanDecreaseAccuracy and MeanDecreaseGini the most 
significant variables are “tasks from avg”, “actions” and “files uploaded 
from avg”. The model achieved an accuracy of 0.8438, sensitivity 
0.8824 and specificity 0.8000.  

 
Figure 5. Variable importance derived from Random Forest model 

 
The gradient descent boosting trees based on xgboost package and 

neural net (12-7-1) performed better than the first two algorithms achiev-
ing both accuracy of 0.9062. The xgboost model was hypertuned to 
nrounds=3, max_depth=20, eta=0.1, gamma=0.2, colsample_bytree=0,6. 
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Table 3 

Evaluation results of applied machine learning algorithms
1 

Metric 
Random 

Forest 

Logistic 

Regression 
Neural Net XG Boost 

Accuracy 0.8438 0.8750 0.9062 0.9062 

95% CI 
(0.6721, 
0.9472) 

(0.7101, 
0.9649) 

(0.7498, 
0.9802) 

(0.7498, 
0.9802) 

No Information 
Rate 

0.5312 0.5312 0.5312 0.5312 

p-value [ACC > 
NIR] 

0.000216 4.15E-05 6.19E-06 6.19E-06 

Kappa 0.6850 0.7529 0.8110 0.8125 
Mcnemar's Test P-
Value 

1.0000 0.1336 1.0000 1.0000 

Sensitivity 0.8824 0.7647 0.9412 0.8840 

Specificity 0.8000 1.0000 0.8667 0.9333 

Pos Pred Value 0.8333 1.0000 0.8889 0.9375 

Neg Pred Value 0.8571 0.7895 0.9286 0.8750 

Prevalence 0.5312 0.5312 0.5312 0.5312 

Detection Rate 0.4688 0.4062 0.5000 0.4688 
Detection 
Prevalence 

0.5625 0.4062 0.5625 0.5000 

Balanced Accuracy 0.8412 0.8824 0.9039 0.9078 

 
CONCLUSION 

The research results confirm the hypothesis that the success or fail-
ure on exams could be predicted using machine learning algorithms on 
data extracted from students’ interaction with e-learning platforms. All 
from the applied algorithms show satisfactory accuracy with xgboost and 
neural net with accuracy of 0.9062. Some of the significant variables 
identified by the models include number of actions taken, tasks from 
average and files uploaded from average.  

 

                                                 
1  Positive class = 1 
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Related future works would focus on implementing machine learn-
ing algorithms on bigger datasets derived from activity log files. Another 
dimension of future improvement is to apply regression machine learn-
ing algorithms to predict the grade mark or exam points. Machine learn-
ing algorithms could be also used to predict students with greater proba-
bility of failure long before the exam date which could optimize the edu-
cational process. 
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